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Human-Computer Interfaces (HCIs) based on visual image and statistical learning method
have attracted more attention in the last decade. Because of its accessibility and convenience,
hand gestures are widely adopted in a large number of HCI’s applications. For instance, it can
replace conventional keyboard and mouse as an input for computers, or as a controller in virtual
reality or as an auxiliary communication way for the deaf-and-dumb community.

The effect of hand-pose orientation on recognition rate is greatly significant. In this study,
we proposed a module called “hand-pose angle estimation and correction,” which can
effectively overcome the difficulties of hand gestures with various angles. In addition, this
module can also correct the hand gestures to an acceptable small angle. In this work, we used
Gabor feature as a hand gesture descriptor, and then adopted PCA for feature extraction to
reduce the dimensionality of Gabor features. Furthermore, three classifiers including Euclidean
distance, cosine distance, and SVM are employed for hand-gesture classifications.

Experimental results show that the recognition rates of Gabor-filtered images are higher
than those of raw images. Among the three classifiers, the SVM classifier achieves the highest
recognition rate for both with and without Gabor-filtered images. For static hand gestures on our

own database, the result reveals that the combination of Gabor-filtered image with the SVM



method has the highest recognition rate of 96.1% with 103 feature vectors used. However, the
recognition rate is only 86.4% for the same classifier but without using Gabor filters.

In addition, a dynamic gesture recognition system is presented for more real-life conditions. The
method for segmenting the hand from the forearm is found to be effective. The recognition result is
improved from 72.8% to 93.7% when the hand-pose correction module is applied; this indicates that

using the responses of Gabor filters to estimate the hand-pose angle is effective.

Keywords: Hand gesture, Gabor feature, Principal component analysis (PCA), Support vector
machine (SVM)
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The author present a novel technology for hand gesture recognition
based on Gabor filters and support vector machine (SVM) classifiers
for environments with varying illumination. This technology (1) is
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wear either a long- or short-sleeve shirt, which is achieved using a

method that segments the hand from the forearm.
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Abstract—In this paper we present a novel method for hand
gesture recognition based on Gabor filters and support vector
machine (SVM). Gabor filters are first convolved with images
to acquire desirable hand gesture features. The principal
components analysis (PCA) method is then used to reduce the
dimensionality of the feature space. With the reduced Gabor
features, SVM is trained and exploited to perform the hand
gesture recognition tasks. To confirm the robustness of the
proposed method, a dataset with large posed-angle (>45 deg.)
of hand gestures is created. The experiment result shows that
the recognition rate of 95.2% can be achieved when SVM is
used. A real-time video system for hand gesture recognition is
also presented with a processing rate of 0.2 s for every frame.
This result proves the efficiency and superiority of the
proposed Gabor-SVM method.

Keywords-gesture recognition; Gabor wavelet; SVM; PCA

I. INTRODUCTION

Hand gesture has become an important application in
vision-based human-computer interfaces (HCIs) for the past
decades because the traditional HCI input devices, such as
mice and keyboard, cannot quickly respond to currently
complicated interaction systems. For hearing impaired
community, the development of automatic gesture translation
based natural languages (e.g. the American Sign Language;
ASL) is highly expected to improve their communication
means among humans. For the recognition system of hand
gestures based on images or videos, the posed-angle of
gestures taking by a camera/webcam can usually be a critical
factor in determining the effectiveness of the recognition
systems.

Triesch and Malsburg [1] applied the method of elastic
bunch-graph matching (EBGM) to the classification of hand
postures for grayscale images. For EBGM method, the jets
are described as vectors based on a 2D Gabor-wavelet
transform. The results showed that their system can reach
86.2% recognition rates against complex background. This
approach can achieve user-independent and scale-invariant
recognition. However, this method is not view-independent
and is computational inefficiency due to the matching
process.

Chen and Tseng [2] proposed a multi-angle hand gesture
recognition system for finger guessing games. To cope with
various angles for hand gestures, they used three webcams
set at front, left, and right directions of hand to capture
gesture images. Then, three SVM classifiers are trained using
the images acquired from the three cameras. After the

978-0-7695-3762-7/09 $26.00 © 2009 IEEE
DOI 10.1109/ITH-MSP.2009.96

training process, the constructed classifiers were fused by
one voting and two plans of fusion to decide the gesture. The
recognition rates of their system for the front, left, and right
classifiers are 73.3%, 87.5%, and 92.5%, respectively.
However, only 3 hand gestures were used in their work.

Amin and Yan [3] used PCA and Gabor filters to
recognize the American Sign Language (ASL) finger
alphabets from hand gesture images. The classification is
then conducted with a method of fuzzy-c-mean clustering.
The experimental results showed that the recognition rate of
the ASL alphabets with average 93.23% accuracy can be
achieved. However, the recognition rate of similar alphabets
is relatively low in their approach.

In the past decade, the Gabor features have been
successfully used in the fields of hand gesture and face
recognitions [3,4]. However, Gabor features employed are of
too high dimensionality to be used effectively. We proposed
to deal with this problem by the PCA method to reduce the
dimensionality of the feature space. The classification of
hand gestures is then performed by the SVM method.
Finally, a real-time video system on hand gesture recognition
is presented.

The remainder of the paper is organized as follows: In
Section 2, we describe how to construct the dataset of hand
gestures and briefly outlines the methods of extracting the
hand gesture features, followed by sketching the method of
SVM. In Section 3, we present our experiment results.
Finally, Section 4 gives a conclusion and some suggestions
for future work.

II.  SYSTEM DESCRIPTION

This section consists of the major components such as
image capturing and preprocessing, feature extraction and
classification of hand gestures. A brief description is
provided in the subsequent sections.

A. Image Capturing and Preprocessing

Some critical factors such as lighting condition, posed-
angle and scale variability of hand gesture should be
considered while collecting images for hand gesture
recognition. The images of 11 hand gestures (see Fig. 1) for
training and testing were collected with the same colored
background by 10 signers, and each signer was requested to
sign the same hand gesture 12 times; each time from a
different angle and position. In order to verify the
classification capability, the hand was cropped manually and
resized to 20*20 pixels at the initial stage of the experiment.
Fig. 2 shows that the pose of hand gestures with small angles
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(<45 deg.) and large angles (>45 deg.), which were taken six
times separately to test the robustness of the proposed
method. The dataset contains 120 (=10*12) images of each
hand gesture and a total of 1320 (=10*12*11) images for 11
signs of hand gesture.

In a real time vision-based system, we first extracted the
hands from a sequence of video images using the skin color
information. Skin color may not be enough for tracking
hands but it is often a fast convenient cue. We used the
concept of “reference white” [5] as a method for lighting
compensation and exploited the skin color model suggested
by Soriano et al. [6] for converting a RGB color space into a
normalized rgb color space. The segmented image of hand
gesture was first resized to 20*20 pixels and then converted
it into a grayscale image.

B.  Feature Extraction of Hand Gestures

Features of hand gesture are collected by the following
three steps. We first convolved the hand gesture images with
the Gabor filters. The PCA method was then used to reduce
the dimensionality of the Gabor-coded images. Finally, the
Gabor-coded images were concatenated by the rows to form
a discriminating feature vector. The details of the two
methods are described in the following sections.

1) The Gabor filter: Gabor filters (wavelets, kernels)
can capture the most significant visual properties such as
spatial locality, orientation selectivity, and spatial frequency
characteristics. Considering the preferable characteristics,
we chose the Gabor features to represent the hand gesture
images.

Mathematically, a 2D isotropic Gabor filter is the product
of a 2D Gaussian and a complex exponential function. The
general expression can be expressed as

2 2 .
8oyo(X, )= exp[—?}jexp[g(xcos9+ ysine)j (1)

The parameter 6 represents the orientation, A is the
wavelength, and ¢ indicates scale at orthogonal direction.
However, with this set of parameters the Gabor filter does
not scale uniformly as the parameter ¢ changes. It is better to
use a parameter Y=A/G to replace A so that a change in G
corresponds to a true scale change in the Gabor filter. Also, it
is convenient to apply a 90° counterclockwise rotation to (1),
such that 6 expresses the normal direction to the Gabor
wavelet edges. Therefore, the Gabor filter can be
alternatively defined as follows

2 2 .
gﬁyo‘(X,y) =eXp[—x+2yJexp(ﬂ(xsinﬁ—ycosﬁ)j 2)
w o yo

By selectively changing each of the parameters of the
Gabor filter, one can tune the filter to a specific pattern
arising in the image. Some examples of Gabor filter with
different parameters (y, 0, o) are illustrated in Fig. 3.

By convolving a Gabor filter with image patterns, the
similarity based on the Gabor response can be estimated. To
emphasize three types of characteristics in images such as
edge-oriented, texture-oriented, and a combination of both,
one can change the parameters (G, v, 0) of the Gabor filter,
where the variation of 6 changes the sensitivity to edge and
texture orientations, the variation of ¢ represents different
“scales”, and the variation of 7y indicates the sensitivity to
high/low frequencies.

A set of parameters of the Gabor filters used is y=0.785,
0={0, n/2, 2n/5, w/4, n/5, 2n/11, n/7, w/8}, and 6={1, 2, 3, 4,
5}. Therefore, 40 Gabor responses from each image can be
obtained. Each filter response is then converted into a pattern
vector with 400 elements for a filter response of 20*20 pixels.
By concatenating the 40 filter responses, the pattern vector
has a dimensionality of 400*40=16,000. Fig. 4 shows the
Gabor filter responses of hand gesture for sign “2”.
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Figure 1. Hand gestures in the dataset
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Figure 2. Hand gesture images with small angle (<45 deg.) in top row and
with large angle (>45 deg.) in bottom row
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Figure 3. Examples of Gabor filters. Each example shows the real part of
Gabor filter for different parameters. (a) y={1/2, 3/2, 5/2, 7/2}; (b) 6={0,
/6, n/3, m/2}; (c) o={4, 8, 12, 16}

Figure 4. Gabor-coded image of hand-gesture “2”



2)  Principal component analysis (PCA): The method of
PCA [7] is a popular dimensionality reduction technique
with the goal to find a set of orthonormal vectors in the data
space, which can maximize the data’s variance and map the
data onto a lower dimensional subspace spanned by those
vectors.

Consider a dataset with M images x, e R" (i=1,--, M)

belonging to C subjects, and N is the number of pixels in the

EKNXN

image. The total scatter matrix S; € is defined as

M
Sp= (i) (s —p) = ad 3)

where p is the global mean image of the training set,
andA=[x-u - x,—p)e R,

A direct computation of St is impractical due to the huge
size NxN of the matrix. Instead of direct finding the
eigenvector Wpcy of St we solve the eigenvalue
problem, RV, =Vs,A , to obtain the eigenvectors,
Vpey€ RF, and the eigenvalues, A=diag[h - Aple RPP,
with decreasing order 4 >.-.>2,>0, where 4; is the
nonzero eigenvalue of the matrix = A" 4e R (M0 N).

Then, the PCA subspace Wpcya is formed by multiplying the
matrix A with the eigenvectors Vpca, that is,
Woey = AVpey€ RV . Therefore, the feature vector y of an
image x is acquired by projecting x into the coordinate
system defined by the PCA subspace, that is

y=Wpey (x—,u)eiKP “4)

C. Classification of Hand Gestures

In principle, one SVM classifier searches for an optimal
hyperplane that maximizes the margins of their decision
boundaries to ensure that their worst-case generalization
errors are minimized, which is known as “structural risk
minimization (SRM).”

To perform the classification between two classes, a
nonlinear SVM classifier is applied by mapping the input
data(x,,y,) into a higher dimensional feature space using a

nonlinear operator ®(x) , where x;e R’ and y, € {+1,~1} .

Therefore, the optimal hyperplane can be computed as a
decision surface

f(x)=sgn(2yi0!iK(xi,x)+b] (5)

where function, and

sgn(l)
K(x;, x):(D(xi)TCI)(x) is the predefined kernel function

that satisfies Mercer’s condition [8]. In this research, the

represents the  sign

radial basis function (RBF) is used and it is defined as
follows

K(x;,x)= exp(—y"xi — x||2 ) y>0 (6)

where y=0.25. The coefficients ¢; and b in (5) can be

determined by the following quadratic programming (QP)
problem

1
max [Z‘“l —2;“1‘“]%%1((%»)‘/)}
s.t. ZOtiyi =0 (7
O<e, <C, Vi

The parameter C is a penalty that represents the tradeoff
between minimizing the training set error and maximizing
the margin, where C =8 is determined empirically. Since
the SVM is a binary classifier, it should be extended for an
m-class problem in hand gesture recognition. We used the so
called one against one approach, which is a pairwise method
and needs to train m(m—1)/2 SVM classifiers. In addition,

another two distance measures, i.e., Euclidean distance and
Cosine similarity distance, are also computed to make a
comparison with the SVM method.

III.  RESULTS AND DISCUSSION

The dataset of hand gesture images was classified as a
training set and a testing set, for which data set has
6*11*10=660 images (3 small angles and 3 large angles data
selected randomly from each of the 10 signers for 11 hand
gestures). The image of hand gesture was first convolved
with Gabor filters to form a Gabor-coded image. The data of
40 filter responses were concatenated by the rows to form a
pattern vector with a dimensionality of 16,000, which is
further reduced by the PCA method to construct a
discriminating feature vector. Finally, the classification of
hand gestures was performed by SVM (C=8 and y=0.25), a
Euclidean distance, and a cosine similarity distance,
respectively.

Fig. 5 shows the recognition rates for the three methods
when different number of features acquired from the PCA
method is used. The maximum recognition rates using SVM,
the Euclidean distance, and the cosine distance are 95.2%,
93%, and 93%, respectively, with corresponding numbers of
features being 100, 50, and 50, respectively. This result
confirms the outstanding performance of the proposed
Gabor-SVM method when compared to the other two
methods. The analysis of the confusion matrix performed by
the SVM method with a number of features of 100 (see
Table 1) verifies the results and reveals which gestures are
sources of errors.
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Figure 5. Results of recognition rate versus number of features used

Figure 6. Some detection results of hand gestures for the proposed system

For instance, gestures 4 and 5 are very similar and thus
are partly confused with the SVM method. The rate of
gesture 5 misclassified to gesture 4 is 8.3%. However,
gesture 8 is confused with gesture 9 having a
misclassification rate of 6.6%. This is not really surprising;
indeed gestures 8 and 9 have been selected to test the limits
of recognition.

A vision-based hand gesture recognition system was
carried out on a Pentium PC with a 3.4 GHz processor and
4GB DDR II memory. A sequence of video images were
captured by a webcam, and then processed by skin-color
segmentation to extract the hand from the image. The
cropped image is further resized to 20*20 pixels. Some
detection results of hand gestures are shown in Fig. 6. The
processing rate of the proposed system is about 0.2 second
for every frame, which has readily achieved the requirement
of a real-time system.

IV. CONCLUSIN AND FUTURE WORK

We have proposed a novel Gabor-SVM method, which
can achieve a recognition rate of 95.2% of hand gestures, and

it is better than those of the other two methods, namely,
Euclidean and cosine measures. The recognition results
confirm the efficiency and superiority of the proposed
Gabor-SVM  method. Additionally, a hand gesture
recognition system has been implemented with a processing
rate of 0.2 second per frame. However, only 11 hand
gestures are used with a limitation of wearing long sleeve
clothes. In the future work, to increase the versatility of our
hand gesture dataset, more different hand gestures need to be
added and the limitation of wearing long sleeve clothes
should be relaxed to accommodate the real environments.
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Abstract—In this paper, an adaptive skin color model
switching based on AdaBoost method for face tracking is
proposed. Possible skin clusters under illumination varying
scenes are detected by an optimal skin color model, which is
adaptively selected by a well-defined quality measure. The
possible facial candidates are further validated by AdaBoost to

determine whether human faces exist in video sequences or not.

The tracking sequences reveal that good and robust results are
obtained from dim- to profile- to back-light scenarios. The
performance of the proposed method can achieve an average
tracking time of about 145.4 ms/frame and a detection rate of
94.4%.

Keywords-Skin color model; AdaBoost; Face tracking

l. INTRODUCTION

The most two important issues of face detection are face
tracking and localization. Face detection are of importance
due to a wide variety of applications such as public security,
video surveillance, and access control. Face detection is
often preceded by the extraction of skin-tone colors [1], since
it is one of the most important cues of face features with
invariance of the changes of face scales, poses, and facial
expressions. However, the color-based approaches are quite
difficult to robustly detect skin-tone color in the presence of
complex background and varying illumination.

The compact skin clusters can be formed in YCbCr color
space under a wide range of lighting variations [2]. However,
the skin color models using YCbCr space frequently
misclassifies non-skin pixels at low luminance as skin-tone
pixels, and vice versa [1] due to its nonlinear dependence on
luma. Since skin-tone pixels have a distinct shape in the
normalized color space (r, g), Soriano et al. [3] use (r, g)
color space to perform face detection with high capabilities
under daylight, incandescent lamp, fluorescent light and a
combination of these light sources. Under certain light
conditions, the skin color distribution can be modeled by a
Gaussian function in (r, g) color space [4]. However, since
single skin color model cannot deal with similar skin-tone
pixels in background and wide ranges of lighting changes,
Stern et al. [5] proposed an adaptive color space switching
method to tackle such difficulties and they claimed this
method can achieve satisfied performance on face detection
and tracking.

Much research for color constancy have been suggested
but so far their performance has been inadequate. In this
paper, we present a novel scheme based on adaptive

switching for skin-color models (ASSM) with light
compensation for face tracking in video sequences under
unconstrained illumination. Extensive experiments show that
switching between the skin color models results in better
tracking performance when compared to using single skin
color model throughout.

The remainder of this paper is organized as follows. In
Section 2, the method of adaptive switching for skin color
models is described. Section 3 presents the results of face
tracking in video sequences under varying illumination.
Conclusions and a future work are given in Section 4.

Il.  ADAPTIVE SKIN COLOR MODEL SWITCHING METHOD

The proposed method, ASSM, is constructed by the
possible combinations of three different skin color models,
i.e., YCbCr model [1,2], Soriano’s model [3], and Gaussian
mixture model [4], with three types of lighting compensation,
i.e., reference white [1], modified reference white [6] and
gray world [7]. A quality measure for face tracking is
presented to adaptively select an optimal skin color model
from the combinations. The detected skin clusters are further
validated by performing an AdaBoost method on each
possible face candidate in video sequences.

A. Skin color models

1) YCDbCr Skin color model: YCbCr is a family of color
spaces used as a part of the color image pipeline in response
to increasing demands for digital approaches in handling
video information, and has become a widely used model in
digital video. In contrast to RGB, the YCbCr color space is
luma-independent, leading to a better performance under
varying lighting scenes. The corresponding skin cluster can
be described as:

(Y, Cb, Cr) is classified as skin pixels if :
60 <Y <255
100<Ch <125 €))
135<Cr <170
where Y, Cb, Cr [0, 255]

2) Soriano’s skin color model: The normalized RG
color space (r, g) is first applied, and a pair of quadratic
functions is used to define the upper and lower bounds of
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the skin locus [3]. To prevent grayish and whitish pixels
from being labeled as skin, pixels are excluded from skin
membership when falling within a circle with radius 0.02
around the white point (r=g=0.33). Here we slightly
modified the Soriano’s skin color model with some RGB
constraints, Creg. Therefore, the skin cluster of value S can
be determined with chromaticity (r, g) and original RGB
space as (2) of which the dot (-) means the logical operator
“and.”

S— L (9<9y)(9>94) (Ry >0.0004)Crag
0, otherwise

where

2
g, =—-1.3767r° +1.0743r +0.1452 2)

g4 =—0.776r° +0.5601r +0.1766
Ry = (r—0.33)* +(g-0.33)°
Cres = (R >130)-(B >55)-(G > B)-((R-G)>25)
3) Gaussian mixture skin color model: Gaussian
mixture models can be viewed as a form of generalized

radial basis function (RBF) network and are used to describe
the skin cluster in the RGB color space as:

2
o=

where 3)

xe[R,G], 51<R <102, 51<G <153

where p and o are mean as well as standard deviation
estimated from the specified skin color regions of R and G
channels, respectively. Let Gn= ut2c and Gpin= p-2c be
the upper and lower bounds of possible skin-tone pixels,
respectively. The white point (R=G=84) is also excluded
from the skin color membership. Thus, the corresponding
skin cluster can be determined as:

S(R.G) = L (G <Gpax) (G >Gpin) (Ry >26)
"o, otherwise

where “4)

Ry =(R—-84)" +(G -84)

B. lighting compensation mathods

1) Reference white lighting compensation: The concept
of reference white was first presented by Hsu et al. [1]. In
their method, the top 5% of the luma values in the image is
regarded as the reference white if the number of these pixels

is sufficiently large (>100). The R, G, and B components of
a color image are then adjusted so that the average gray
value of these reference-white pixels is linearly scaled to
255. Let i e[l,, 255] be the top 5% gray levels and f; be the
pixel number of gray level i in the image. Thus, the
modified RGB components can be estimated as:

(&)

255 255
M :Zi- f, /z f,
i=l, i=l,
Xrew = Kol /Mlop x 255, where y {R,G, B}
2) Modified Reference white: This method was

proposed by Xu [6], and it is a modified version of reference
white [1]. In their method, the bottom 5% gray levels are
also considered. Let ie[l,, 255]and i[O, I,]be the top
5% and bottom 5% gray levels in the image, respectively.
The modified (R, G, B) components can be calculated as:

//{new = (In (/’{old ) - In (Id ))/(In (Iu ) - In (Id )) x 255 (6)
where y € {R,G, B}

3) Gray world lighting compensation: Gray world [7] is
one of the lighting compensation methods, which seeks to
equalize the mean of the red (R), green (G), and blue (B)
channels. The gray world assumption is based on the
observation that for a typical scene, the average intensity of
the red, green, and blue channels should be equal. Let M and
N be the image height and width, respectively. First, the
averages of RGB channels and gray levels, yave and pave,
are calculated, respectively, as follows:

M N
iZle(x,y), where 7 €[R,G, B]
MN x=1 y=1

Aave =

O

1
Have = §(RAVG +Gave + BAVG)

Then, the scale ratios and modified pixels of original
RGB channels, A, and |, , are estimated, respectively.

A, = tpve ! Zave, and 1,(xy)= A, 1L (xY) ®)

C. Face detection using AdaBoost algorithm

Haar-like features (see Fig. 1) are widely used in face
detection by AdaBoost algorithm adopting the concept of
integral image that allows for efficient feature computation
[8]. AdaBoost learning aims to select a small number of
weak classifiers, which represent the local discriminative
features of faces, and then to combine them into a strong
classifier to decide whether an image is a face or a non-face.
AdaBoost can deal with very large sets of weak classifiers



due to its greedy characteristics. To significantly improve
computational efficiency and also reduce false positive rate
(FPR), a sequence of strong classifiers is concatenated as a
so-called cascaded detector. More details of computing the
integral image and implementing the AdaBoost algorithm
can be found in [8].

D. Quality measure

The skin clusters can be found by a 4-connected
component labeling for skin-tone pixels greater than 50.
Then the possible facial regions are fitted with a rectangle
W, or an ellipse W, as shown in Fig. 2. To evaluate the
quality of the segmented face regions for every possible
combination of skin color models, a quality measure
rk representing the k™ skin color model is proposed and
defined as:

r“ = o + w1y ©)
where
NC
=1 D0 pxy) MW, |/Ng (10)
i=1 \ (x,y)ew,
and
N
i =D (S +Spe +82)13) /NG (11)

i=1

where p(x,y)is a detected skin-tone pixel in W, or W, ,
w,and w, are weights set to be 0.5, respectively, and N¢ is
the total number of all 4-connected components with skin-
tone pixels greater than 50. S, S)*and S* represent the
sensitivity (i.e., true positive rate = TP/(TP+FN)), the
specificity (i.e., true negative rate = TN/(TN+FP)), and the
spatial accuracy (=1-(FP+FN)/(TP+FN)), respectively.
These values are estimated from the elliptical regions, W, ,
where TP, TN, FP and FN represent the total number of true

positive, true negative, false positive and false negative
pixels, respectively.

IIl.  EXPERIMENTAL RESULTS

Experiments were performed on a computer with Intel(R)
Core(TM)2 Quad Q8200 2.33 GHz processor and 3.25GB
RAM. The algorithm was implemented in BCB (Borland
C++ Builder) 6.0. Fig. 3 shows the flow chart of the
proposed method for face tracking. The video image
(320x240 pixels) is input and first resized to 80x60 pixels,
and then the quality measures r* are computed by all
possible combinations of skin color models. With
maximum r*, an optimal skin color model can be chosen.
Afterwards, the possible facial candidates are further

validated by the cascaded AdaBoost method. Fig. 4 shows
the results of detected skin-tone pixels for all possible
combinations, and an optimal combination of YCbCr +
Modified reference white (r* = 0.612) is selected here.

Figure 5 shows the typical results of detected skin
clusters of which some of the most important features of
human face, i.e., eyes, may be lost due to severe lighting
variations (see the red box with a size of WxH). Therefore,
to keep as myriad face features as possible, the width of red
box is expanded by 0.5W on both either side, and the height
of red box is increased by 0.5H only on the top side. The
detected possible face candidates (see the yellow box) are
formed and then fed to the cascaded AdaBoost detector to
further validate whether the possible candidate regions are a
human face or not.

In order to evaluate the robustness of the proposed
method, a tracking sequence with varying brightness of dim
light, profile light and back light is performed as shown in
Fig. 6. The tracking results of quality measure with adaptive
skin color model switching in the video are shown in Fig.7.
Note that only five models are used in this case. As revealed
in Fig. 7, M1 and M7 are alternately used in the period of
dim light, M7 dominates the period of profile light (scanning
from left to right), and M5 (Gaussian model) is most
preferred in the back light situation. Apparently, only single
skin color model in this case cannot accommodate all the
lighting variations from dim- to profile- to back light
situations.

Finally, the performance of the proposed method in face
tracking was evaluated by a sequence of video which is
composed of 144 frames with a size of 320x240 pixels.
There are totally 144 faces in the tested sequence (see Fig. 6).
The detection rate, missing rate, and false alarm rate are
Rp=94.4% (136/144), Ry=4.2% (6/144), and Rgx=1.4%
(2/144), respectively. Furthermore, the average detection
time for each frame is about 145.4 ms; this result also
confirms the possibilities of real-time operation in face
tracking for the proposed method.

Ml B="IC

Figure 1. The set of Haar-like feature for AdaBoost

01- W,

O-w.

Figure 2. 4-connected component labeling for the estimation of quality
measure
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Figure 3. Flow chart for face tracking by adaptive skin color model
switching method and AdaBoost

Figure 4. (a) Original image; (b) Skin-tone pixels detected by all possible
combinations of skin color models

@ (b)
Figure 5. (a) Original image; (b) Results of detected skin cluster

(a) dim light (b) profile light (c) back light
Figure 6. The tracking sequence with great lighting variations

IV. CONCLUSION AND FUTURE WORK

In this paper, an adaptive skin color model switching
with AdaBoost method is presented, and it can successfully
deal with large lighting variations from dim- to profile- to
back-light situations. The tracking time for the tested video
sequence is about 145.4 ms/frame. In the proposed system,

the view angles of faces are constrained within £30°. In a
future work, we will focus on improving the tracking speed

and on manipulating view angles greater than 30° .
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Figure 7. The variations of quality measure for face tracking with
adaptive skin color model switching
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